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Introduction: Ray Tracing Algorithms 
Ray Tracing (RT) algorithms closely model physical light transport by shooting rays 
into the scene. In the simplest form, RT traces a ray for each pixel, from an eye or 
view point through the pixel into the scene. Secondary rays can occur e.g. when 
rays hit reflective or refractive surfaces, for shadows, or for a more accurate simula-
tion of the light transport in the scene, generating a huge computational cost. 

 
 

The Load Balancing Problem 
Rendering time of each pixel is influenced by a multitude of factors, such 
as shading algorithms, texture accesses, acceleration data structure que-
ries.  
Uneven load balancing represents a bottleneck to the scalability.  
The general approach consists in subdividing the image in equally sized ti-
les, then using a balancing strategy during the scheduling.  
An important choice is the granularity of the subdivision of the images in 
tiles: a finer granularity, for instance, is good for balancing but needs an hi-
gher communication cost.  
We consider a new way of managing load balancing based on adaptive 
subdivision: introducing a predictor unit, we are able to estimate the com-
putation time needed by a tile and to arrange a “better tiling”. 

An Adaptive Subdivision Schema 
In order to help balancing we present a balancing sche-
ma based on a Prediction Binary Tree (PBT). 

The Prediction Binary Tree 
A PBT stores the current subdivision in tiles in a full bi-
nary tree. The root represents the complete image. The 
two children of an internal node store two halves of the 
tile assigned to their parent. 
The leaves of the tree identify a partition of the image. 
The predictor unit assigns an estimate of the expected 
compute time to each tile. In our implementation, this 
estimate is done by exploiting temporal coherence with 
a timing of the tile rendered in the previous frame. 
 
The update of the PBT is performed defining a tree cost 
function and minimizing the cost of the tree at each fra-
me. 
The cost function measures the unbalance of the tree. 
 
 
 
 
The update produces a new tree by performing several 
split&merge operation: it splits the tile whose estimated 
load is “high”, and merge two tiles (stored at sibling no-
des) whose (combined) estimated load is “small”.  
The update  produces a minimum cost, minimum unba-
lancing PBT. 

Dynamic Load Balancing 
Adaptive subdivision heuristics are compatible with 
other commonly used balancing techniques.  
We showed that it can be used effectively in a 
system using task prefetching and dynamic distri-
buted load balancing with work stealing. 
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Parallel Ray Tracing 
Using complex shading drastically increases the number 
of rays, requiring a huge computational power. Impro-
ving performances to reach interactive rates requires to 
combine highly optimazed RT implementations with 
massive amounts of computational power. 
Our system implements a screen-based Parallel RT: the 
image is subdivided into tiles distributed among workers, 
and the scene description is replicated. Each task, or tile, 
can be computed independently from every other task.  
Our implementation is tailored for distributed memory 
architectures.  
 

master worker worker worker 

steal request 
 
 
steal ack 
task transfer 

prefetched 
tiles 

 
 

images 

Results 
Our strategy provides a better scalability compared with a 
regular subdivision schema. 
 
 
 
 
 
 
 
The optimal granularity  for different number of processors 
needs a lower number of tiles, compared with a regular sub-
division schema.  

Moreover the overhead introduced by the adaptive subdivi-
sion schema is small compared with the gain in balancing 
tree and, hence, assures better performance. 

Integrating this technique with known load balancing stra-
tegies is easy and effective. The technique can be extended 
to more general mesh-like computations. 
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